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Retrieval-Enhanced Machine
Learning
(REML)

explicitly support knowledge with access to infinite capacity external
storage



training untrained trained
data model model

learn what to store and how to access



. beneﬁts Of REML Introduction to REML

Model Retrieval Set #Database tokens #Database keys  Valid Test
Baseline transformer (ours) - - - 21.53 22.96
kNN-LM (ours) Wikipedia 4B 4B 18.52 19.54
RETRO Wikipedia 4B 0.06B 18.46 18.97
RETRO Cc4 174B 29B 12.87 10.23
RETRO MassiveText (1%) 18B 0.8B 18.92 20.33
RETRO MassiveText (10%) 179B 4B 13.54 14.95
RETRO MassiveText (100%) 1792B 28B 3.21 3.92

S Borgeaud, A Mensch, J Hoffmann, et al. Improving language models by retrieving from trillions of tokens. 2021.



B benefits of REML

generalization: concepts not limited by capacity of
parameters.

scalability: parameters offloaded to efficient indexing and
retrieval data structures.

updating: new data can be incorporated into indexing, not
retraining.

transparency: inference can be attributed to specific retrieval
requests and results.

on-device ML: limited capacity machines can perform
inference with access to a search API.

Introduction to REML



Retrieval-Enhanced Machine
Learning
(REML)

information
access
system




information
access
system

request: expression of information needed for the ML

task

* request interface

keyword or NL
structured

multimedia

abstract representation

* request source

model input

hidden or intermediate
representation

model output



results: information to help with the ML
task

* result interface

N ] « item, ranking
information o text

access
system * structured

* multimedia

* abstract representation

¢ result destination
* model input

* hidden or intermediate
representation

* model output



feedback: information about the usefulness of the
results

* feedback interface
information e scalar value

access
[ ]
system feedback structured

* feedback source

* intrinsic performance (e.g. auxiliary task)
* extrinsic performance (e.g. core task)



information
access
system

store: derived information for future
retrieval

* storage interface

* structured

feedback * multimedia
[storel * abstract representation
- store P

* storage incentive
* cache computation
* contribute to corpus-level modeling
* share with other models



multiple requests: retrieve results many times during
inference

* multiple times during
information inference for a single

access .
instance

system
- [store] * allows multi-hop reasoning

* allows accessing multiple 1A
systems



[l Objectives of today’s tutorial Introduction to REML

1. survey and synthesize the variety of REML approaches based on common strategies
2. connect abstract themes to existing information retrieval research

3. outline a set of new open research problems for the information retrieval and ML community.
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. MOtivatiOn Querying

Interaction with an REML system starts with the user querying the system for some kind of requests.

What can | help with?

When and where does the
Retrieval-Enhanced Machine Learning:
Synthesis and Opportunities Tutorial take place?

0 o

&S Create image Q Brainstorm B Summarize text & Surprise me More




. MOtivatiOn Querying

e Why query processing is needed in REML?
o  Because of ambiguity, complexity, and lack of context in query!
o  Because the REML system might be able to perform its task with more efficiency, scalability, and personalization!

What can | help with?

What's the schedule and venue for the event related to synthesis and opportunities in machine
learning advancements?

0 o

% Create image Q Brainstorm < Get advice B Summarize text More




. MOtivation Querying

e Query processing acts as a bridge between user intent and REML system capabilities.
o Intentis hidden inside the query.
o  REML system may have different capabilities in responding to different intents.
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. The Main Components of Query Processing Querying

e Thequery processing in REML needs to answer three questions (first question):
o Whentoquery?
m  Doesthe question need external information to be answered?
m  Doesthe predictive model already have the knowledge to answer the query?

What can | help with? What can | help with?

When the first Lord of the Rings movie came out? Hey, how are you doing today?

ES Create image 2 Help me write db Analyze data < Get advice More

vvinat carn i neip wiin s

S Create image 2 Help me write db Analyze data < Get advice M

What can | help with?

Natalia sold clips to 48 of her friends in April, and then she sold half as many clips in May. How many
clips did Natalia sell altogether in April and May?

Can you name all states in USA? @ o

&S Create image 2 Help me write db Analyze data < Get advice More
&S Create image 2 Help me write db Analyze data < Get advice More



. The Main Components of Query Processing Querying

e Thequery processing in REML needs to answer three questions (second question):
o Wheretoquery?

m  Weknow external information is needed.

m  What kind of knowledge source can help answering the query?
e  General Knowledge Platforms: Wikipedia, Infoplease, etc.
e  Specialized Knowledge Platforms: PubMed, arXiv, etc.
° News and Current Affairs: BBC news, New York Times, etc.
° etc.

m  Whatretrieval approach should be used to answer the query?
° Term matching: BM25, TF-IDF
° Semantic search: DPR, ColBERT
° etc.

What can | help with? What can | help with?

What is the capital of France? What are the recent advancements in quantum computing for solving optimization problems?

reate image Surprise me Get advice Summarize tex Q) i P A lata . .
Createliniage 8 surprise me © Get advice B Summarize text &8 Surprise me Q Brainstorm db Analyze data Q Make a plan More




. When tO Query? Querying

Selecting “when to query” can be modeled in different ways:

e Retrieve when the question is about unpopular entity [1, 2]
o  Wikipedia monthly views [1]
o  Wikipedia entity occurrence [2]
e Retrieve when the predictive model think it needs more context [3, 4]

(C) Our Adaptive Approach

Straightforward Query: I3 e Answer
@ Paris is the capital of what? \ P
\ /
A=
| {
c \ ~
ontext simple Query: ®00 4, — Documents
_ When is the birthday ~RetrieV?
Question of Michael F. Phelps? Answer
l @ ) 7_ Classifier g‘\' times
(i hY 3
Complex Query: | = Documents
Answer What currency is in Retrieva .
\_Billy Giles’ birthplace? ) (Intermediate)
e l Answers

[1] Mallen, A, Asai, A., Zhong, V., Das, R., Khashabi, D., & Hajishirzi, H. (2023). When Not to Trust Language Models: Investigating Effectiveness of Parametric and Non-Parametric
Memories. In Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 9802-9822). Association for Computational
Linguistics.

[2] Maekawa, S., Iso, H., Gurajada, S., & Bhutani, N. (2024). Retrieval Helps or Hurts? A Deeper Dive into the Efficacy of Retrieval Augmentation to Language Models. In Proceedings
of the 2024 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies (Volume 1: Long Papers) (pp.5506-5521).
Association for Computational Linguistics.

[3] Tiziano Labruna, Jon Ander Campos, & Gorka Azkune. (2024). When to Retrieve: Teaching LLMs to Utilize Information Retrieval Effectively.

[4] Jeong, S., Baek, J,, Cho, S., Hwang, S., & Park, J. (2024). Adaptive-RAG: Learning to Adapt Retrieval-Augmented Large Language Models through Question Complexity. In
Proceedings of the 2024 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies (Volume 1: Long Papers) (pp.

7036-7050). Association for Computational Linguistics.



. When & Where to Query?

Selecting “when” and “where” to query can be modeled at the same time:

e KIC: A Mixture of Semi-Parametric Experts [1]

RSPG: Retriever Selection for Personalized Generation [2]

User profile
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[1] Xiaoman Pan, Wenlin Yao, Hongming Zhang, Dian Yu, Dong Yu, & Jianshu Chen (2023). Knowledge-in-Context: Towards Knowledgeable Semi-Parametric Language Models. In

The Eleventh International Conference on Learning Representations .

[2] Salemi, A., Kallumadi, S., & Zamani, H. (2024). Optimization Methods for Personalizing Large Language Models through Retrieval Augmentation. In Proceedings of the 47th
International ACM SIGIR Conference on Research and Development in Information Retrieval (pp. 752-762). Association for Computing Machinery.



. Where to Query?

Selecting “where to query” can be formulated as what retrieval model should be chosen:

e Zero-shot retriever selection [1]

o

o

In-domain Performance

m  Usingretrieval model with highest in domain score
Query Similarity

m  Computing the similarity of the query with the training queries of the retrieval model
Query Alteration

m  First step: Retrieve documents using the query with each retrieval model

m  Second step: Alter the query by masking it randomly

m  Third step: Compute the similarity of retrieved documents to the altered query

m  Final step: select the retrieval model with the least standard deviation

e Large Language Model Assisted Retrieval Model Ranking (LARMOR) [2]

o

o O O O

[1] Khramtsova, E., Zhuang, S., Baktashmotlagh, M., Wang, X., & Zuccon, G. (2023). Selecting which Dense Retriever to use for Zero-Shot Search. In Proceedings of the Annual
International ACM SIGIR Conference on Research and Development in Information Retrieval in the Asia Pacific Region (pp. 223-233). Association for Computing Machinery.
[2] Khramtsova, E., Zhuang, S., Baktashmotlagh, M., & Zuccon, G. (2024). Leveraging LLMs for Unsupervised Dense Retriever Ranking. In Proceedings of the 47th International

Query independent and offline

Step 1: Generating a set of pseudo queries for the domain

Step 2: Generating pseudo relevance labels for retrieved documents

Step 3: Score retrieval models based on pseudo queries and pseudo relevance labels
Choose the retrieval model based on the score

ACM SIGIR Conference on Research and Development in Information Retrieval (pp. 1307-1317). Association for Computing Machinery.

Querying



The Main Components of Query Processing Querying

Who is a very active youtuber that create content about Lord of the
Rings?

The query processing in REML needs to answer three
questions (third question):

@) What to querY? @  Searched 2 sites ~
u What |nf0rmat|0n arewe IOOkI ng n the Q  “active YouTuber Lord of the Rings content 2024"
knowledge source? bing.com
| | What are the aspects that can hel 0] in answe ri ng . “top YouTubers discussing Tolkien or Lord of the Rings regularly”
bing.com
the query?
m How many knowledge pieces (documents) should B oo e Lot ol
youtube.com
be retrieved?
. . The Tolkien Forum — Tolkien Youtubers | The Tolkien Forum
m  Should we consider all the retrieved thetolkien forum
information?
. . . Several active YouTubers create content about The Lord of the Rings and J.R.R. Tolkien's broader
o  Onesimple approach is to use the user input (x) as the | , Iy
legendarium. Some popular ones include:
q Uery: 1. Nerd of the Rings: A highly regarded channel that dives deep into the lore, characters, and
histories of Middle-earth. It's well-known for detailed explanations of key concepts and
g=1I(z)=x Ty

. Tolkien Lore: A podcast-style channel focusing on in-depth discussions of specific topics

related to Tolkien's works, including theories and historical insights voutues .

o  Sometimes the REML system needs to reformulate the
input from the user to query the information access
mechanism:

. In Deep Geek: This channel analyzes Tolkien's world, including connections to broader

fantasy themes, and often features in-depth commentary e roikien Forum

. Men of the West: A channel dedicated to exploring Middle-earth lore, especially focusing on

heroic tales and key events in The Lord of the Rings and The Silmarillion T+ toLxen rorum

q = tranSformq (x, Context) . The Broken Sword: A well-loved channel that explains the geography, battles, and myths of

Middle-earth in an accessible and engaging manner T ToLkien Forum

These channels provide a mix of detailed lore analysis, thematic exploration, and visual storytelling

to satisfy any Tolkien fan. ¢



. Different Input Transformation functions: Compression Querying

Compression: not all words or components of the input are relevant for the search objective of the system, we can
drop some of them.

e Sequence-to-sequence models for term selection [1, 2, 3, 4]

Rewriter q1:{p1,---,px}>

" .
ConceptNet | | a2 :{p1;---, pebs
Embeddings | | . . W fmmmmmsmmomsmsomso-oooo-ooo |
| 1
|
|
|
|
|

Retriever

{ai.}

|
Entailment Decision
Model Function
Resolver

(2.4) N

ARC
Corpus

\
|
I
I
|
|
|
I
I
1
1
I
I
1
I
I
|

[1] Khashabi, D., Khot, T., Sabharwal, A., & Roth, D. (2017). Learning What is Essential in Questions. In Proceedings of the 21st Conference on Computational Natural Language
Learning (CoNLL 2017) (pp. 80-89). Association for Computational Linguistics.

[2] Ryan Musa, Xiaoyan Wang, Achille Fokoue, Nicholas Mattei, Maria Chang, Pavan Kapanipathi, Bassem Makni, Kartik Talamadupula, & Michael Witbrock (2019). Answering
Science Exam Questions Using Query Reformulation with Background Knowledge. In Automated Knowledge Base Construction (AKBC).

[3INi, J., Zhu, C., Chen, W., & McAuley, J. (2019). Learning to Attend On Essential Terms: An Enhanced Retriever-Reader Model for Open-domain Question Answering. In
Proceedings of the 2019 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, Volume 1 (Long and Short
Papers) (pp. 335-344). Association for Computational Linguistics.

[4] Yadegari, M., Kamalloo, E., & Rafiei, D. (2022). Detecting Frozen Phrases in Open-Domain Question Answering. In Proceedings of the 45th International ACM SIGIR Conference
on Research and Development in Information Retrieval (pp. 1990-1996). Association for Computing Machinery.



. Different Input Transformation functions: Compression

Querying

Compression: not all words or components of the input are relevant for the search objective of the system, we can

drop some of them.

e Chunkingtheinput as the query [1]
e Omitting modality in multi-modal tasks [2]

Condition

tokens

Encoded neighbours

g LLTTT]
EEEEE
>
e, I
(LT TT]
T Attend
K
~
CCA FFW  |——
J

[1] Sebastian Borgeaud, Arthur Mensch, Jordan Hoffmann, Trevor Cai, Eliza Rutherford, Katie Millican, George van den Driessche, Jean-Baptiste Lespiau, Bogdan Damoc, Aidan
Clark, Diego de Las Casas, Aurelia Guy, Jacob Menick, Roman Ring, Tom Hennigan, Saffron Huang, Loren Maggiore, Chris Jones, Albin Cassirer, Andy Brock, Michela Paganini,
Geoffrey Irving, Oriol Vinyals, Simon Osindero, Karen Simonyan, Jack W. Rae, Erich Elsen, & Laurent Sifre. (2022). Improving language models by retrieving from trillions of tokens.
[2] Gui, L., Wang, B., Huang, Q., Hauptmann, A,, Bisk, Y., & Gao, J. (2022). KAT: A Knowledge Augmented Transformer for Vision-and-Language. In Proceedings of the 2022
Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies (pp. 956-968). Association for Computational

Linguistics.



. Different Input Transformation functions: Expansion

Querying

Expansion: the input alone may lack essential information required by the search system to yield desired results, we

can expand them.

e  Multi-hop expansion of query with retrieved results [1, 2]

Q: What was the nickname of Judy Lewis's father ? .
Question Encoder J

_____________________________________________________________

P1: Judy Lewis (born Judith Young; November 6, 1935

daughter of actor Clark Gable and actress Loretta

— November 25, 2011) was an American actress, writer, oLl AN
producer, and therapist. She was the secret biological 1st dense query
vector

' 'Young. 4
e Question Encoder - P1

E P1: William Clark Gable (February 1, 1901 — MIPS

' November 16, 1960) was an American film actor, often I - - >
' referred to as "The King of Hollywood". He had roles 2 )

i : : : ; ; nd dense query )

1 in more than 60 motion pictures in a wide variety of vector 2

1 genres during a career that lasted 37 years... P2

[1] Wenhan Xiong, Xiang Li, Srini lyer, Jingfei Du, Patrick Lewis, William Yang Wang, Yashar Mehdad, Scott Yih, Sebastian Riedel, Douwe Kiela, & Barlas Oguz (2021). Answering

Complex Open-Domain Questions with Multi-Hop Dense Retrieval. In International Conference on Learning Representations.

I
1
I
I
|
I
1
I
I
]

[2] Zhu, Y., Pang, L., Lan,Y., Shen, H., & Cheng, X. (2021). Adaptive Information Seeking for Open-Domain Question Answering. In Proceedings of the 2021 Conference on Empirical

Methods in Natural Language Processing (pp. 3615-3626). Association for Computational Linguistics.



. Different Input Transformation functions: Expansion  auervin

Expansion: the input alone may lack essential information, we can expand them.

=)

Generative expansion of the input [1, 2, 3, 4]

a When is the new jurassic world game coming out?

i Generate & Filter

s21 developed and
published by universal
pictures, jurassic world

§11| the game was released
worldwide on june 12, 2018.

[SIZW%egamerfebased

= was released on may 21,

on june 7, 2018.

@ the game premiered

ofraugust 242638
2018.

Expansion | |

« @ e

Q s21 3

==

Retrieval ‘ J RN, N
= -] O [ Weighted | —
Corpus ~ | Fusion |

qQ s -1

000

LLM Prompts

Write a passage that answers the given query:

Query: what state is this zip code 85282
Passage: Welcome to TEMPE, AZ 85282.
85282 is a rural zip code in Tempe, Arizona.
The population is primarily white...

Query: when was pokemon green released
Passage:

LLM Output

Pokemon Green was released in Japan on
February 27th, 1996. It was the first in the
Pokemon series of games and served as the
basis for Pokemon Red and Blue, which were
released in the US in 1998. The original
Pokemon Green remains a beloved classic
among fans of the series.

[1] Linging Liu, Minghan Li, Jimmy Lin, Sebastian Riedel, & Pontus Stenetorp. (2022). Query Expansion Using Contextual Clue Sampling with Language Models.
[2] Chuang, Y.S., Fang, W., Li, SW.,, Yih, W.t,, & Glass, J. (2023). Expand, Rerank, and Retrieve: Query Reranking for Open-Domain Question Answering. In Findings of the Association

for Computational Linguistics: ACL 2023 (pp. 12131-12147). Association for Computational Linguistics.

[3]Mao, Y., He, P, Liu, X,, Shen, Y., Gao, J., Han, J., & Chen, W. (2021). Generation-Augmented Retrieval for Open-Domain Question Answering. In Proceedings of the 59th Annual

Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language Processing (Volume 1: Long Papers) (pp. 4089-4100).
Association for Computational Linguistics.
[4] Wang, L., Yang, N., & Wei, F. (2023). Query2doc: Query Expansion with Large Language Models. In Proceedings of the 2023 Conference on Empirical Methods in Natural

Language Processing (pp. 9414-9423). Association for Computational Linguistics.



. Different Input Transformation functions: Conversion  auenine

Conversion: reshaping the input into a new query based on its inherent structure, instead of mere expansion.

e Rawuser input to structured query e.g., APl or Database access
o  Structured query generation with supervised training[1, 2, 4, 5]
o  Structured query generation with in-context learning [3]

The New England Journal of Medicine is a registered trademark of [QA(“Who is the publisher of The New England Journal
of Medicine?”) — Massachusetts Medical Society] the MMS.

. . .
° Du rl ng Infe rence q uery generatlon [6] Out of 1400 participants, 400 (or [Calculator(400 / 1400) — 0.29] 29%) passed the test.
The name derives from “la tortuga’, the Spanish word for [MT(“tortuga”) — turtle] turtle.
saL
Grammar
Give me the users 1+ from User select mame, country The Brown Act is California’s law 1 ]
sorted by country. l 2: from User select * order by country e that
2 requires legislative bodies, like city councils, to hold their meetings open to the public.
User q g y gs op: p

-1
- name

- birthdate 1
- country

constrained a Ranke 5 from User
onstraines inker
select *
Decoder (CodeBERT) order by country

Account 3 NEXT: - select

- userId =
- countzy ) ;Zi"

Generator
(T5)

—
| —

[1] Arcadinho, S., Aparicio, D., Veiga, H., & Alegria, A. (2022). T5QL: Taming language models for SQL generation. In Proceedings of the 2nd Workshop on Natural Language Generation, Evaluation, and
Metrics (GEM) (pp. 276-286). Association for Computational Linguistics.

[2] Doy, L., Gao, Y., Pan, M. et al. UniSAr: a unified structure-aware autoregressive language model for text-to-SQL semantic parsing. Int. J. Mach. Learn. & Cyber. 14,4361-4376 (2023).
https://doi.org/10.1007/s13042-023-01898-3

[3] Qiao Jin, Yifan Yang, Qingyu Chen, Zhiyong Lu, GeneGPT: augmenting large language models with domain tools for improved access to biomedical information, Bioinformatics, Volume 40, Issue 2,
February 2024, btae075, https://doi.org/10.1093/bicinformatics/btae075

[4] Yujia Qin, Shihao Liang, Yining Ye, Kunlun Zhu, Lan Yan, Yaxi Lu, Yankai Lin, Xin Cong, Xiangru Tang, Bill Qian, Sihan Zhao, Lauren Hong, Runchu Tian, Ruobing Xie, Jie Zhou, Mark Gerstein, dahai i,
Zhiyuan Liu, & Maosong Sun (2024). ToolLLM: Facilitating Large Language Models to Master 16000+ Real-world APIs. In The Twelfth International Conference on Learning Representations.

[5] Timo Schick, Jane Dwivedi-Yu, Roberto Dessi, Roberta Raileanu, Maria Lomeli, Eric Hambro, Luke Zettlemoyer, Nicola Cancedda, & Thomas Scialom (2023). Toolformer: Language Models Can Teach
Themselves to Use Tools. In Thirty-seventh Conference on Neural Information Processing Systems.

[6] Akari Asai, Zeqiu Wu, Yizhong Wang, Avirup Sil, & Hannaneh Hajishirzi (2024). Self-RAG: Learning to Retrieve, Generate, and Critique through Self-Reflection. In The Twelfth International Conference
on Learning Representations.
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. Different Input Transformation functions: Conversion  auenine

Conversion: reshaping the input into a new query based on its inherent structure, instead of mere expansion.

e Query space conversion
o  Converting modality [1, 2, 3]
m  OCR[1],dense labeling [1], caption generation [1, 2, 3], entity extraction [4]

K Image A red stop sign in front of a brown househ / Question + Caption Knowledge Passage \
Captioning

grey building and some green trees.
Query

Dense Red stop sign, yellow brown house, tall grey Encoder
) La beling building, red parking car, tall green tree

Dot Product
OCR STOP =
\ (D Image-to-Text Transformation / @ense Knowledge Retrieval | \?’(/}5171:”’3'%}/

Passage

[1] Gao, F,, Ping, Q. Thattai, G., Reganti, A., Wu, Y., & Natarajan, P. (2022). Transform-Retrieve-Generate: Natural Language-Centric Outside-Knowledge Visual Question Answering.
In 2022 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR) (pp. 5057-5067).

[2] Salemi, A., Altmayer Pizzorno, J., & Zamani, H. (2023). A Symmetric Dual Encoding Dense Retrieval Framework for Knowledge-Intensive Visual Question Answering. In
Proceedings of the 46th International ACM SIGIR Conference on Research and Development in Information Retrieval (pp. 110-120). Association for Computing Machinery.

[3] Lin, W., & Byrne, B. (2022). Retrieval Augmented Visual Question Answering with Outside Knowledge. In Proceedings of the 2022 Conference on Empirical Methods in Natural
Language Processing (pp. 11238-11254). Association for Computational Linguistics.

[4] WU, J., & Mooney, R. (2022). Entity-Focused Dense Passage Retrieval for Outside-Knowledge Visual Question Answering. In Proceedings of the 2022 Conference on Empirical
Methods in Natural Language Processing (pp. 8061-8072). Association for Computational Linguistics.



. Different Input Transformation functions: Conversion

Conversion: reshaping the input into a new query based on its inherent structure, instead of mere expansion.

Query space conversion
Text to latent space query

o

KNN-LM [1]

Neural Turing Machines [2, 3]
Memory Transformer [4, 5]

Memory Cache M

I
b ()

\ |

I+

4 [ Memory-Attention ]

T T

: Memory-Attention
H—. Memory-Attenti
s T

1 .
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(a) Single-Layer Memory Transfer

(b) Multiple-Layer Memory Transfer

(c) Gated Memory Transfer

(d) Chunk-based Gated Memory Transfer

[1] Urvashi Khandelwal, Omer Levy, Dan Jurafsky, Luke Zettlemoyer, & Mike Lewis (2020). Generalization through Memorization: Nearest Neighbor Language Models. In

International Conference on Learning Representations.

[2] Alex Graves, Greg Wayne, & Ivo Danihelka. (2014). Neural Turing Machines.
[3] Caglar Gulcehre, Sarath Chandar, & Yoshua Bengio. (2017). Memory Augmented Neural Networks with Wormhole Connections.

[4]Wan, Z.,Yin,Y., Zhang, W.,, Shi, J., Shang, L., Chen, G, Jiang, X., & Liu, Q. (2022). G-MAP: General Memory-Augmented Pre-trained Language Model for Domain Tasks. In
Proceedings of the 2022 Conference on Empirical Methods in Natural Language Processing (pp. 6585-6597). Association for Computational Linguistics.

[5]Wu, Q. Lan, Z., Qian, K., Gu, J., Geramifard, A., & Yu, Z. (2022). Memformer: A Memory-Augmented Transformer for Sequence Modeling. In Findings of the Association for
Computational Linguistics: AACL-IJCNLP 2022 (pp. 308-318). Association for Computational Linguistics.

Querying



. Different Input Transformation functions: Decomposition Querying

Decomposition: breaking down a complex input into simpler parts, often to better understand the content and
retrieve more accurate results

e Learningtodecompose [2, 3]
o unsupervised data generation and training decomposition model

e Decomposition as a span prediction problem [1]

Type Bridging (47 %) requires finding the first-hop evidence in order to find another, second-hop evidence.
Q ‘Which team does the player named 2015 Diamond Head Classics MVP play for?
Ql Which player named 2015 Diamond Head Classics MVP?
Q2  Which team does ANS play for?

Type Intersection (23%) requires finding an entity that satisfies two independent conditions.
Q Stories USA starred v which actor and comedian v* from ‘The Office’?
Q1 Stories USA starred which actor and comedian?
Q2 Which actor and comedian from ‘The Office’?

Type Comparison (22%) requires comparing the property of two different entities.
Q ‘Who was born earlier, Emma Bull or Virginia Woolf?
Ql Emma Bull was born when?
Q2 Virginia Woolf was born when?
Q3 Which is smaller (Emma Bull, ANS) (Virgina Woolf, ANS)

[1] Min, S., Zhong, V., Zettlemoyer, L., & Hajishirzi, H. (2019). Multi-hop Reading Comprehension through Question Decomposition and Rescoring. In Proceedings of the 57th Annual
Meeting of the Association for Computational Linguistics (pp. 6097-6109). Association for Computational Linguistics.

[2] Perez, E., Lewis, P, Yih, W.t., Cho, K., & Kiela, D. (2020). Unsupervised Question Decomposition for Question Answering. In Proceedings of the 2020 Conference on Empirical
Methods in Natural Language Processing (EMNLP) (pp. 8864-8880). Association for Computational Linguistics.

[3] Zhou, B., Richardson, K., Yu, X., & Roth, D. (2022). Learning to Decompose: Hypothetical Question Decomposition Based on Comparable Texts. In Proceedings of the 2022
Conference on Empirical Methods in Natural Language Processing (pp. 2223-2235). Association for Computational Linguistics.



. Conclusion: Unified Equation for Query Generation Querying

Considering all transformations, we the following general query generation equation:

Q = decompose( transformq (x, context), context)

This can be used multiple times in different orders and different combinations to cover all possible query generation
cases, such as adaptive retrieval, multi-hop retrieval, etc.

Future Directions:

e Query withinstruction and context
o Requires retrieval models that are capable of instruction following

e Retriever aware query generation
o  Adapting query with retrieval model capabilities



La
n
Te oo
ch e
re nol
sti i
titute Bes
/,/:'
A5
Mll"“‘
\\\\“““'
e

Se
arching




. Overview

yey

predictive model

fo

§. storing

4. presentation

Searching

1. introduction

6. optimization

AN

reX

[ 1

2: query processing

3. searching

7. evaluation

8. future work




. Retrieval with Sparse Representations Searching

In sparse retrieval, the query and documents are converted to a v-dimensional sparse vectors that contain a lot of
zero elements.

Hinge Sparse Latent Rep.

e Term matching sparse retrieval: | g —l l—»

o  TF-IDF[1] S R R ?
Inverted Ind :_—lIl \

o BM25([2]

o Query Likelihood [3]
L i ,= 1= =‘_' 4 sparse representations)
Embedding Layer %

e Neural-based sparse retrieval:

o  SPLADE[4] L — i

© SN RM [5] Embedding Layer Embedding Layer Embedding Layer o H‘m{ﬂlﬁ#ﬂﬁ‘-‘
. Beneﬁ ts: NWNWWNtVWMNW * WWW:WWNWW \ Document Collection } Embedding Layer

MWW NN MWW MW N NN MY MWW NN NW AW MW

Scores

—_
: %—_’

Learning
Latent Sparse Representation

o Efficient retrieval with inverted index da % diz Offine q
o Strong term ﬁltering ab”ity (a) Training time (b) Inference time

[1] Gerard Salton, & Christopher Buckley (1988). Term-weighting approaches in automatic text retrieval. Information Processing & Management, 24(5), 513-523.

[2] Robertson, S., Walker, S., Jones, S., Hancock-Beaulieu, M., & Gatford, M. (1995). Okapi at TREC-3. In Overview of the Third Text REtrieval Conference (TREC-3) (pp. 109-126).
Gaithersburg, MD: NIST.

[3] Ponte, J., & Croft, W. (1998). A language modeling approach to information retrieval. In Proceedings of the 21st Annual International ACM SIGIR Conference on Research and
Development in Information Retrieval (pp. 275-281). Association for Computing Machinery.

[4] Formal, T., Piwowarski, B., & Clinchant, S. (2021). SPLADE: Sparse Lexical and Expansion Model for First Stage Ranking. In Proceedings of the 44th International ACM SIGIR
Conference on Research and Development in Information Retrieval (pp. 2288-2292). Association for Computing Machinery.

[5] Zamani, H., Dehghani, M., Croft, W., Learned-Miller, E., & Kamps, J. (2018). From Neural Re-Ranking to Neural Ranking: Learning a Sparse Representation for Inverted Indexing.
In Proceedings of the 27th ACM International Conference on Information and Knowledge Management (pp. 497-506). Association for Computing Machinery.



. Retrieval with Dense Representations Searching

In dense retrieval, the query and documents are converted to a d-dimensional dense vectors and a scoring function
is applied over the vectors.

e Single vector retrieval
o  DPR[1]for text retrieval
o  CLIP[2]and DEDR [3] for multi-modal retrieval
e  Multi-vector retrieval
o ColBERT [4]
e Efficient retrieval can be challenging on a large corpus
o HNSW [5]

' e Query Document
Query Documen

[1] Karpukhin, V., Oguz, B., Min, S., Lewis, P, Wu, L., Edunov, S., Chen, D., & Yih, W.t. (2020). Dense Passage Retrieval for Open-Domain Question Answering. In Proceedings of the
2020 Conference on Empirical Methods in Natural Language Processing (EMNLP) (pp. 6769-6781). Association for Computational Linguistics.

[2] Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal, Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark, Gretchen Krueger, & llya
Sutskever. (2021). Learning Transferable Visual Models From Natural Language Supervision.

[3] Salemi, A., Altmayer Pizzorno, J., & Zamani, H. (2023). A Symmetric Dual Encoding Dense Retrieval Framework for Knowledge-Intensive Visual Question Answering. In
Proceedings of the 46th International ACM SIGIR Conference on Research and Development in Information Retrieval (pp. 110-120). Association for Computing Machinery.

[4] Khattab, O., & Zaharia, M. (2020). ColBERT: Efficient and Effective Passage Search via Contextualized Late Interaction over BERT. In Proceedings of the 43rd International ACM
SIGIR Conference on Research and Development in Information Retrieval (pp. 39-48). Association for Computing Machinery.

[5] Malkov, Y., & Yashunin, D. (2020). Efficient and Robust Approximate Nearest Neighbor Search Using Hierarchical Navigable Small World Graphs. IEEE Trans. Pattern Anal.Mach.
Intell., 42(4), 824-836.



. Reranking Searching

Modern search engines are mainly designed based on a multi-stage cascaded architecture-a stack of ranking

models where the first model efficiently retrieves a list of documents and the following models rerank the results
from the previous stage.

e First stage retrieves a large set of documents
o  Cheaper and faster than second stage, e.g., BM25
o  Doesn't need to be a strong retrieval model NS

e Second stage

o  Astrongreranking model, such as BERT trained for reranking [1, 2, 3[
o AnLLM designed for reranking [4, 5]

e Challenges
o trade off between efficiency and effectiveness =
o  Lower performance as as size of the first stage grows [6]

N

NS >
».: =

NS >

N
i
)

;
X
0

\
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[1] Rodrigo Nogueira, & Kyunghyun Cho. (2020). Passage Re-ranking with BERT.

[2] Alireza Salemi, & Hamed Zamani. (2024). Learning to Rank for Multiple Retrieval-Augmented Models through Iterative Utility Maximization.

[3] Salemi, A., & Zamani, H. (2024). Towards a Search Engine for Machines: Unified Ranking for Multiple Retrieval-Augmented Large Language Models. In Proceedings of the 47th
International ACM SIGIR Conference on Research and Development in Information Retrieval (pp. 741-751). Association for Computing Machinery.

[4] Weiwei Sun, Lingyong Yan, Xinyu Ma, Shuaigiang Wang, Pengjie Ren, Zhumin Chen, Dawei Yin, & Zhaochun Ren. (2023). Is ChatGPT Good at Search? Investigating Large
Language Models as Re-Ranking Agents.

[5] Xinyu Zhang, Sebastian Hofstatter, Patrick Lewis, Raphael Tang, & Jimmy Lin. (2023). Rank-without-GPT: Building GPT-Independent Listwise Rerankers on Open-Source Large
Language Models.

[6] Mathew Jacob, Erik Lindgren, Matei Zaharia, Michael Carbin, Omar Khattab, & Andrew Drozdov. (2024). Drowning in Documents: Consequences of Scaling Reranker Inference.



. Generative Retrieval Sepialifis

A new paradigm where a model generates relevant documents or passages ids directly in response to a query, rather
than selecting them from a pre-indexed corpus.

° G t- d I Learning to encode R ‘ Retrieve
enerative moaels PO ) query123 —> Encoder —>{ V2
Who is the author of tipping the velvet? Vias
[e) DSI [1] docds6
y A Contrastive loss pMag‘m‘a]Smne%
As part of her research ... Sarah Waters came across /8 A A roduct Searcl
O R I Po R [2] the title of her first book, Tipping the Velvet. EnCOder > 1/‘;h during training i L ¢ Rank List
doc137 / | Vase 1. docdse
O S EAL [3] . Keeley Hawes is known for her roleas Kitty Butler in / Viaz Vag3 2. doc283
Tipping the Velvet, \ : H
Chall -
¢ a enges query123 Learning to encode and retrieve Beam Rank List
ope Who is the author of tipping the velvet? Vi a Search
VER 0c456 ——————> 1. doc456
o  Scalability xS 7 1. doouss
. ... As part of her research ... Sarah Waters came across [ ! 5 B
O OUt'Of-doma n performance the title of her first book, Tipping the Velvet. Encoder Vase ”Der(iOd?Vr t - -
doc137
5 doc137
O COSt Of Sea rCh ... Keeley Hawes is known for her roleas Kitty Butler in V17 o
Tipping the Velvet, .

Figure 1: Comparison of dual encoders (top) to differentiable search index (bottom).

[1] Yi Tay, Vinh Q. Tran, Mostafa Dehghani, Jianmo Ni, Dara Bahri, Harsh Mehta, Zhen Qin, Kai Hui, Zhe Zhao, Jai Gupta, Tal Schuster, William W. Cohen, & Donald Metzler (2022).
Transformer Memory as a Differentiable Search Index. In Advances in Neural Information Processing Systems.

[2] Zeng, H., Luo, C,, Jin, B., Sarwar, S., Wei, T., & Zamani, H. (2024). Scalable and Effective Generative Information Retrieval. In Proceedings of the ACM Web Conference 2024 (pp.
1441-1452). Association for Computing Machinery.

[3] Michele Bevilacqua, Giuseppe Ottaviano, Patrick Lewis, Scott Yih, Sebastian Riedel, & Fabio Petroni (2022). Autoregressive Search Engines: Generating Substrings as Document
Identifiers. In Advances in Neural Information Processing Systems.



. Conclusion: Unified Equation for Searching Searching

We can define two type of addressing:

e Content-based addressing wio™ et = addresscontent(qt, Cr) = topK (sort(score(qy, transformg(Cy))), k)
e Location-based addressing whoeation — g ddressiocation(qe, context)
wp = Combine(wgocation’ Wgontent
When we get the address, then it is time for reading: rt = read(wy, transformg(Ct)),

Future Directions:

e Predictive Model-Aware Retrieval Systems
e Redefining Relevance
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Presentation and Consumption enable control over
cost-quality tradeoffs in REML, keeping other components (mostly) fixed.




Jl Cost-Quality Tradeoffs in REML Consumption

RAG Query: Write some code that implements a ChatBot



Jl Cost-Quality Tradeoffs in REML Consumption

RAG Query: Write some code that implements a ChatBot

Retrieved Context Prediction

LLM

Gradio ::>
Documentation vl




Jl Cost-Quality Tradeoffs in REML Consumption

RAG Query: Write some code that implements a ChatBot

Retrieved Context Prediction
. N LM
Docfn:?acrjlltc;tion ::> vl
J
b . LLM
Docu\r,rltrl::ation Doc:3 n:aeigtion |:> v2

J




Jl Cost-Quality Tradeoffs in REML Consumption

RAG Query: Write some code that implements a ChatBot

Retrieved Context Prediction
N\ LM
Gradio
Documentation ::> vl
J
R N\ LM
vLLM Gradio
Documentation Documentation |:‘> v2
J J
LLM
Paper on .
Paper on . vLLM Gradio
Best-of-N SBeech(i)ldaitr:\;e Documentation Documentation ::> v3




Jl Cost-Quality Tradeoffs in REML  Consumption

ChatBot Quality using 1, 2,4
Retrieved Documents (Hypothetical)

-@- RAG

Quality =#= RAG + Summarization (Presentation Change)

RAG + Fusion-in-Decoder (Presentation Change)

Cost



Jl Cost-Quality Tradeoffs in REML Consumption

Long Context RAG Performance of LLMs

Models
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Jl Cost-Quality Tradeoffs in REML Consumption

Inference Scaling for Long-Context Retrieval Augmented Generation

DRAG .
——’
IterDRAG e
27 . ' """ e
) e Optimal Config -
0 o--%
© T
£ 17 T
o oL -~
= Py [ ] At
(0] = 2
a g | P T
° i
g o
- R
E L L===S - .
s i )
=4
_2_

102 10° 104 10° 10°
Effective Context Length

Figure 4 | Normalized performance vs. effective context lengths across datasets. Each line represents
a fixed configuration, scaled by varying the number of documents. Red dots indicate the optimal
configurations, with the dashed line showing the fitting results. The observed optimal performance
can be approximated by a linear relationship with the effective context lengths.
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. Presentation e

When presenting search results to a human reader
the interface is designed to make the findings easily consumed
such as through sorting items by relevance or highlighting salient snippets.

In REML, we follow a similar principle
except the target consumer of the retrieved data is a machine,
which has a different set of limitations and capabilities.




Decontextualization

Question: What is the angle of the Tower of Pisa?

Passage
Retrieval

Prior to restoration work performed be-
tween 1990 and 2001, the tower leaned at
an angle of 5.5 degrees, but the tower now
leans at about 3.99 degrees. This means
the top of the Leaning Tower of Pisa is dis-
placed horizontally 3.9 meters (12 ft 10 in)
from the center.

Sentence
Retrieval

Prior to restoration work performed be-
tween 1990 and 2001, the tower leaned at
an angle of 5.5 degrees, but the tower now
leans at about 3.99 degrees.

Proposition
Retrieval

The Leaning Tower of Pisa now leans at
about 3.99 degrees.

[2312.06648] Dense X Retrieval: What Retrieval

Granularity Should We Use?

Presentation &
Consumption

Citation Graph Explorer
Deep Recurrent Models with Fast... Zhouetal ITACL2016
*...Our [Transformer model] outperforms prior state-

of-the-art (Zhou et al., 2016) [which used LSTMs for
machine translation]...”

from Attention is All You Need Vaswani et al. | NIPS 2017

Al Research Assistant

Describe the features used in Bag of ®)
What... by Handler et al., 2016 D

Bag of words and part-of-speech features.

*...NPFST [a method for enriching bag of
words (BOW) with a finite state transducer
(FST)] uses a POS [part-of-speech] tagger

to extract...

[2305.14772] A Question Answering Framework for
Decontextualizing User-facing Snippets from
Scientific Documents
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Presentation &

. Summarization: Include More Items Conaumption

[2305.14627] Enabling Large Language Models to

Generate Text with Citations Fluency  Correct.  Citation
(MAUVE) (EMRec.) Rec. Prec.
ChatGPT
| VANILLA (5-psg) 66.6 404 736 725 |
Question
@ [When did the US break away from England? w/ RERANK 77.0 40.2 84.8 81.6
| SuMM (10-psg) 70.0 433 689 618 |
@ -Pln':\‘:lljgilgok the first step towards gaining independence from W/ INTERACT 69.0 39.1 734 66.5
GB when it declared independence on July 2, 1776 (although the | SNIPPET (10-psg) 69.8 414 653 574 |
LLM | event is now commemorated on July 4, 1776, the date when the INLINESEARCH 587 30.4 583 587
) Declaration of Independence was officially adopted by Congress)
.E [1][2]. The Treaty of Paris was later signed on September 3, 1783, CLOSEDBOOK 52.7 38.3 26.7 26.7
E formally separating the United States from the British Empire [3]. GPT-4 (VANILLA prompting)
~\ [1] Decolonization of [2] Decolonization: ... | | [3] American Revolu- GPT—4 (5-pSg) 671 41 3 685 756
e he Americas: ...in- was officially adop- ion: ... The Treaty of
C%S ;epzndence from GB ::ted by Congrezs on 4 ;a_ris waTs-. sig.:\edty GPT-4 (20-psg) 64.9 44.4 73.0 765
P lon July 2,1776 ... July 4, 1776 ... September 3,1783 ... LLaMA (VANILLA prompting)
LLaMA-13B (3-psg) 68.4 26.9 106 154
Vicuna-13B (3-psg) 82.6 31.9 511 50.1
Chat-13B (5-psg) 72.4 39:2 384 394

Chat-70B (5-psg) 88.3 41.5 62.9 613
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. Tree-Structured Summarization e

2109.108621 Recursively Summarizin [2404.01261] FABLES: Evaluating faithfulness and
content selection in book-length summarization

Books with Human Feedback
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I full book text |

"... Jade grappling with
her sexuality (...) is one
of the major themes..."

Summary . First subtree -  "previous context"
D Booktext D text / SUMMAIZe tasks *+» input for blue task

hes

| I | | I
[Claude-g-Opus] [ GPT-4-Turbo ][ GPT-4 ] [GPT-3.5-’I‘urbo] [ Mixtral ]



https://arxiv.org/abs/2109.10862
https://arxiv.org/abs/2109.10862
https://arxiv.org/abs/2404.01261
https://arxiv.org/abs/2404.01261

. Graph-Structured Summarization

[2401.18059] RAPTOR: Recursive
Abstractive Processing for
Tree-Organized Retrieval

Connected to:

[2404.16130] From Local to Global:

Presentation &
Consumption

A Graph RAG Approach to
Query-Focused Summarization
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Retrieval FiD-Light*
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Figure 1: Average inference latency for a query of FiD & FiD-Light (T5-Base on a single TPUv4).
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. Incremental Representation
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30 ;- T T T T = 30 F T T T T T =
NawnlQ [trvios |
g | NaturalQ | . | TriviaQA | -
g 20| 1 2} .
%]
b5,
o
&
E 10 + XX~ 10 - XXL |
0 L 1 1 1 | 1 1 B 0 T 1 | 1 XL 1 | 1 B
52 53 54 55 56 57 67 68 69 70 71 72 73
Exact Match Exact Match
- LUMEN == FiD
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. Improving Quality via Truncation

[2004.13012] Choppy: Cut Transformer For Ranked List Truncation

F1 score

0 50 100 150 200 250 300

candidate cut position

probability

o

100 150 200 250 300

candidate cut position

Figure 1: Top: F1 at various cut positions for 3 training
queries from Robust04 BM25. Bottom: CHOPPY’s softmax
predictions for the same queries.

BM25 DRMM
F1 DCG F1 DCG
Oracle 0.367 1.176 0.375 1.292
Fixed-k (5) 0.158 -0.261 0.151 0.010
Fixed-k (10) 0.209 -0.708 0.197 -0.407
Fixed-k (50) 0.239 -5.807 0.261 -5.153
Greedy-k 0.248 -0.116 0.263 0.266
BiCut 0.244 - 0.262 -
CHorpy | 0.272 -0.041 0.268 0.295
Rel. % Gain | +11.5% - +2.29% -

Presentation &
Consumption

Table 1: Average F1 and DCG performance on Robust04.
Choppy achieves state-of-the-art performance. “Gain” re-

ports relative performance gain over BiCut model.


https://arxiv.org/abs/2004.13012
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. Consumption Consumption

In REML, ideally, the prediction model (f,)
would consume all the retrieved information simultaneously,
yet our systems are computationally limited.

The effectiveness of £, is influenced by consumption-related choices
including the connection between inputs (independent vs. joint),
the connection input-output (extractive vs. abstractive),
and the granularity of output (token vs. phrase-level).
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. Independent, Extractive, Token-level Consumption

[1911.00172] Generalization through Memorization: Nearest Neighbor Language Models (kNN-LM)

Training Contexts Targets || Representations Distances Nearest k Normalization Aggregation
Cj v; ki = f(ci) di = d(q, ki) (ki) o exp(—d;) PrNn(v) = §1y=v,1’(ki)
Obama was senator for | llinois @00® || 4 Hawaii|3 |~ Hawaii 0.7 (—% Hawaii | 0.8
Barack is married to | Michelle Ce00O [—*| 100 vt lllinois |4 [—>  lllinois {0.2 > llinois | 0.2
Obama was born in | Hawaii @O00® ™™ 5 > Hawaii |5 —>| Hawaii|0.1
Obama is a native of | Hawaii @00 — 3 Classification Interpolation
1 pLm(v) p(y)=Apiyx(v) +(1-Npra(y)
Test Context Target Representation
T q=f(@) Hawaii |0.2 Hawaii | 0.6
lllinois |0.2 —» llinois | 0.2
Obama’s birthplace is ? @O00® >
Retrieved Contexts with Values Dist.
o MIN
Obama was a senator for lllinois 4 pommon
— : 3 ;
[2210.15859] You can't pick your neighbors, Obama is married to Michelle | | 99 q!:‘:‘:':‘
? . . "
or can you? When and how to rely on Obama is a native of Hawaii 3 A=0.8

retrieval in the $k$NN-LM ot B h'—l

Obama’s birthplace is P, q) =APgyyw;1 q) + (1 =N)P(w,| q,)
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. Independent, Extractive, Phrase-level Consumption

[2307.06962] Copy Is All You Need

1
1

starring role on the television
series The Bill ; he portrayed "
Scott Parry " in the episode, " D D Document
. N ... like Metallica . He is also ... However , Jerry Hardin , who
Input Prefix = 1,1,“1 l‘u:_Uldf episode ( The Man influenced by orchestral and was involved in another morph to
Trap " ) of Star Trek: The Original ... i 2%
- classical composer ... his character Deep Throat, ...
-
(CTTTT T \ D
. ; = | 1 - - . = 3 5 ;
science fiction drama series called the Magic Roundabout television series The Man Trap ". He is also involved in
K e 4 ) an ongoing science fiction drama series
N called the Magic Roundabout television
- series ...
EThorwith e hictetedh ... she became the youngest Eric Thompson who narrated The Magic
gae e high-tec " : s ;
EEEEEREEERn Iron Man actress in a drama series Roundabout television series . was born
B when she starred ... in a house on Jermyn Street Generated Continuation

-

Figure 2: An example generated by COG on the test set of WikiText-103. The dotted squares denote
that the content (highlighted in red )is copied from the token vocabulary, and the solid squares denote
that the content (highlighted in blue ) is copied from other documents.


https://arxiv.org/abs/2307.06962
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Independent, Extractive, Phrase-level (Cont.) Serea e

[2405.19325] Nearest Neighbor Speculative Decoding for LLM Generation and Attribution

2) Span Selection if 4, <

LM :
LM hidden v i
B PYe)
v % states ',"'.... it
. Doc #0008] ... as  singles’ . \- He Love You ” .
3 S :

LM hidden '
states

...both were
released as singles.

@R possese

“Does He Love
You”, a duet that Mey - 18
McEntire... %
| LM hidden
states b
& Who sings “Does he ! v |Reba|McEntie and Linda Davis . i i
iLove You” with Reba? 1 . 3¢ 8
B Py =2 prat (L= 2) - P ot Seo B
1) Interpolated stk,hy) +* 3) Speculative - T
i oti .’ i ..~ PM Does He Love You ” +
Prediction ot Decoding with e ,:'

Q: Who sings ... Reba? A: The song “ Does He Love You ” is a duet between Reba McEntire and Linda Davis ...

Generation Latency (Amortized) _I_I_I_-_-_-_-_-_I_._IJ_-_-_-_-_-_.

Figure 1 The NEST approach first locates the tokens in the corpus using the LM hidden states. The retrieval
distribution px-nn is dynamically interpolated with prm based on the retriever’s uncertainty A:. The token and its
n-gram continuation are then selected from the mixture distribution pa4, while the final span length is determined
by speculative decoding to remove undesired tokens. The spans incorporated in the final generation provide direct
attribution and amortize the generation latency.


https://arxiv.org/abs/2405.19325

. Independent, Abstractive Presentation &

Consumption

2301.12652] REPLUG: Retrieval-Augmented Black-Box Language Models

Retrieved document d;

d X |
Jobs cofounded f a4 rre
. Apple in his Jobs was raised | Jobs is the . . pear 1
Retl’lever parents' garage § by adopted... CEO of _ ot

apple apple
pear pear
not

7
Document . Input . Steve Jobs | Jobs is the |_,
Retrieval Reformulation \passed away... | CEO of _

»
Test Context X BL k b Jobs cofounded | Jobs is the —».‘_.apple EEE
— . ackebox | ap.. CEO of _ e @
CEO of _ .

Ensemble

AppLe
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. Consuming Information in Latent Space PrEsEEion s

Consumption

[2102.02557] Adaptive Semiparametric L anguage Models

key-value
long-term memory aggregate . .
2 Figure 1: Our language model architecture has three
main components: (i) a transformer that processes the
. Tyl current local context, (ii) a short-term memory mod-
retrieve

ule which stores hidden states from an extended con-

| text, (iii) and a key-value (hidden state-output token)

database that stores compressed long-term context. At

gate ‘ each timestep, our model combines the current context
and short-term memory with a mechanism similar to
transformer-XL. It then retrieves a set of past output

tokens that are used in a similar context from the long-

term memory module. These past output tokens are

— then encoded and aggregated to a single vector that
represents long-term information. We use a context-
T T T T T T T T dependent gate to combine information from multiple
sources for making a final prediction.
g e i+ t 1

search

Ti—6 Lj—d Tt—2 Tt
short-term memory transformer


https://arxiv.org/abs/2102.02557

. Modes of Information Injection (Input-Output)

Extractive (Output-only)

Abstractive (Contextual)

e FiD
e REPLUG

4 N
e KkNN-LM
e Copyisallyouneed
e NEST

= J

\_

~

Presentation &
Consumption

Abstractive (Latent)
4 I
e SPalLM
\ /
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. Reasoning in Consumption Consumption

[2310.11511] Self-RAG: Learning to Retrieve, Generate, and Critigue through Self-Reflection

Retrieval-Augmented Generation (RAG)
Prompt How did US states get their names?

Step 1: Retrieve K documents

o Of the fifty states, eleven are named
after an individual person.

o Popular names by states. In Texas,
Emma is a popular baby name.

Retriever o California was named after a fictional
island in a Spanish book.

Step 2: Prompt LM with K docs and generate
Prompt How did US states get their names? + ooo
‘Jf US states got their names from a variety of

@ sources. Eleven states are named after an
individual person (e.g, California was named

LM after Christopher Columbus). Some states
incly/ ing Texas Utah, are named after
Contradictory erican tribe| No information in passages

Prompt: Write an essay of your best summer vacation

Ours: Self-reflective Retrieval-Augmented Generation (Self-RAG)

Prompt How did US states get their names? Step 1: Retrieve on demand
% —> US states got their names from a variety of sources. { Retrieve i Q
Step 2: Generate segment in parallel o o e

Prompt + o Prompt + e Prompt + o
2 2l 2
Vi S Ciele THmoR Texas is named California's name has its

I ‘ origins in a 16th-century novel
come from persons. Sippored after a Native American tribe. 9 Y

Las Sergas de Esplandian.

Step 3: Critique outputs and select best segment

..-l0oOm) > @ mm > om

= US states got their names from a variety of sources. 11 of 50

5 a 5

— Repeat.... states names are come from persons. 26 states are named
after Native Americans, including Utah.

Prompt: Write an essay of your best summer vacation

Q o 0 o - %9 My best...

¥
@ —-> My best summer vacation is when my family and | embarked on a road trip along ...


https://arxiv.org/abs/2310.11511
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. Motivation Storing

As an optional but critical component of REML,
a predictive model can archive some information that will later be useful.

Write a short birthday letter to my daughter
Manage Memory X

Happy Birthday, my sweet girl!

Has a 2 year old daughter named Lina . o . ) )
You light up my life like the stars in the night sky, and | feel so lucky to watch you grow into the

Daughter, Lina, loves jellyfish (0] amazing person you are becoming. Your curiosity, kindness, and love for jellyfishjremind me every

day of the beauty in the little things around us.

Prefers meeting summaries to have headlines with bullets and action

items summarized at the end. | hope this year is filled with wonder, laughter, and countless moments that make you smile.
Always remember, you're capable of achieving anything you dream of, and I'll always be here,

Prefers assistance with writing blog posts to be more concise, o

straightforward, and less emotive. cheering you on every step of the way.

Have the most magical birthday, my darling Lina. I love you to the moon and back! ¥
Loves to travel. o

With all my love,

Is interested in traveling to Mexico for April vacation. ) [Your Name]

OGP O



. Motivation Storing

Cache Computation

Id
(h1,22) | (h2,23) | (h3,x4) z5

4 |y

/ 1d 1d \Td 0 f-’
Memory: Doc Representation Query
R R R * ;
hl > h2 > h3 h4 ( Encod [D d * )

Transformer Layer Transformer Layer

(((

Y

L L L L (XX X
Transformer Layer
x1 Z2 z3 Ty Transformer Layer Transformer Layer
Figure 1: The neural cache stores oo - -0 oo
the previous hidden states in memory b %
cells. They are then used as keys to re- Document .., . Online

trieve their corresponding word, that
is the next word. There is no transfor-
mation applied to the storage during
writing and reading.

[1] Grave, E., et al. (2017). Improving Neural Language Models with a Continuous Cache (ICLR).
[2] Hui, K., et al. (2022). ED2LM: Encoder-Decoder to Language Model for Faster Document Re-ranking Inference (ACL).



. Motivation

Storing

Long Context Modeling

softmax

local attention + FFN

EIJEIJEIJEIJEIJEIJ

kNN & local attention + FFN

@ﬁﬁémg

local context

output predictions ! ! @ E ﬂ !

k nearest ncighbor lookup

IIIIIIIIIIIIHII||IIIII||

external memory: cached (key, value) pairs

[ kNN attemlon

Will be added to +more layer:;;

external memory
after the current
training step.

local attention + FFN
embedding layer

@i@ﬂi

input tokens

[1] Wu, Y., et al. (2022). Memorizing Transformers (ICLR).
[2] Wang W., et al. (2023). Augmenting Language Models with Long-Term Memory (NeurlPS).

Retrieved Attn

Cached Memory Bank with Key, Value Pairs i
—Long-Memory Retrieval—>

— (I R P P S F j Keys and Values
(e o ToDEoE Tl Do TooIOD g oos 4
T T 4 T Search ‘
[ Attn Keys = | Attn Keys . Attn Keys e i Eual
iand Values' and Values ‘and Values { Attention Query emary Fusion
(Seg A)  (SegB) . (SegZ) of Current Inputs |

Residual

Large Language Model Residual SideNet

(Frozen) & Connections (Trainable) m
fAaiB ¢ D . Y1z}

Long Sequence Inputs



. Storage Operations

Address Generation

o

Read

@]

Write

o

Determines where to store and read

Retrieves stored information (searching)

Updates storage with new data

Storing
weorent — addresscontent(qs, Ct) = topK (sort(score(qy, transformg(Cy))), k)
wi“UOm = addressiocation (qt, context)

location content)
t

wy = combine(w , Wy

r+ = read(wy, transformg(Cy)),

Ct+1 = write(wy, Ct, payload,)



. Phases of Storage Operations

Storage Construction

Offline or Online construction

Storing

&

Storage Management
Where to store
When to store

What to store

How to store



. Storage Construction Storing

=

Storage Construction

Offline or Online construction




. Storage Construction (offline)

D = {(kj,v;) |d € C, ki = transformy(d),v; = transformy(d)}

key-value
long-term memory

)

retrieve

aggregate

i't—{—l

gate . ,

sear

ttt
t——+—

Tt—6 Tt—4

short-term memory

ch

tt ¢4
(R

T2 Tt

transformer

SPALM [1]

[1] Yogatama, D., et al. (2021). Adaptive Semiparametric Language Models (TACL).

[2] Borgeaud, S., et al. (2022). Improving language models by retrieving from trillions of tokens (Arxiv).

Retrieval
dataset

I —————
BERT
— S

Input
tokens

T
5

Storing
@ Offline Storage Construction
_______________ Encoded neighbours
Neighbours |
I g LT
LT, N EEEEE
0 I ¢ O
CLLTTd 1111
Frozen kNN Retriever _:
_______________ 1 Attend
Condition
K v
( N i A
— I —Q’ CCA |— FFW |——
J \ g N WV,
RETRO [2]



. Storage Construction (offline) Storing

D = {(kj,v;) |d € C, ki = transformy(d),v; = transformy(d)} @ Offline Storage Construction

ékey, value, pointer)

NN search = e O— et
[ Conext The tis. | T )HEEEESL s wni O
AETarget: president is Joe Biden

RETOMATON [1]

[1] Alon, U., et al. (2022). Neuro-symbolic language modeling with automaton-augmented retrieval (ICML).



. Storage Construction (online)

softmax

output predictions leJ ! !
[ J
]

( k nearest nelghbor Iookup - RN a"C"‘ion
||||||||||l||||||||||||||

external memory: cached (key, value) pairs

Will be added to

external memory

after the current
training step.

[ local attention + FFN

N[ ]e]u]s

kNN & local attention + FFN

iﬁi}ﬁ@ﬁ@

local context

. more layers ..

@@@@@@

local attention + FFN

embedding layer

)
)
input tokens i @ i @ i i

Memorizing Transformer [1]

[1] Wu, Y., et al. (2022). Memorizing Transformers (ICLR).

[2] Shinn, N., et al. (2023). Reflexion: Language Agents with Verbal Reinforcement Learning (NeurlPS).

Storing

@ Online Storage Construction

Agent
External feedback (
| Self-reflection (LM) ';
Internal Reflective
feedback text
Evaluator (LM) | Experience

(long-term memory)

[

¥

Trajectory
(short-term memory)

Actor (LM) }

—QObs / Reward — Environment

Reflexion [2]

~— Action ——




. Storage Management Storing

&

Storage Management
Where to store
When to store

What to store

How to store



. Storage Management (where to store) Storing

Where to store
e Sequential appending to the next available slot (chronological) ﬁ @
e Overwrite old or unnecessary data

content __

w; = addresscontent(qt, Ct) = topK (sort(score(qz, transforms(Ct))), k)

Wiocatlon = addressjocation(qt, context)

location _ content
t

wy = combine(w , Wy

Ct+1 = write(wt, Ct, payload,)



. Storage Management (where to store) Storing

Where to store
e Sequential appending to the next available slot (chronological) ﬁ @

o Neural Cache Model [1]
o  Generative Agents [2]

o  What if the storage becomes full? FIFO queue style management [3, and many other agent works]

(h1,22) | (h2,z3)

(h3,4)

/Id Id \Id

Generative Agent Memory

i I
I I
I I
R R | |
hq > ho > hs > hy Perceive ; Memory Stream Retrieve Retrieved Memories : Act
| |
I I
T N S I
L L L L

Neural Cache Model [1]

Generative Agents [2]

[1] Grave, E., et al. (2017). Improving Neural Language Models with a Continuous Cache (ICLR).
[2] Park, J.S., et al. (2023). Generative Agents: Interactive Simulacra of Human Behavior (UIST).
[3] Rae, J.W., et al. (2020). Compressive Transformers for Long-Range Sequence Modelling (ICLR).



. Storage Management (where to store) Storing
e Overwrite on old or unnecessary data

g @ Where to store
o Memory Networks [1]

m  Anerasure module that scores the utility of each entry in the slot to discard least useful entries.
o Neural Cache Model [2]
m Discarding oldest entries and manage the storage like a queue.

[1] Weston, J., et al. (2015). Memory Networks (ICLR).
[2] Grave, E., et al. (2017). Improving Neural Language Models with a Continuous Cache (ICLR).



. Storage Management (when/what to store) Storing

When/What to store
e Storage Staleness {é}

o  Retriever’s parameter can be updated while there are storage updates.
m E.g,Retriever and Predictive Models are often trained jointly.
m Thestorage/index becomes stale.

e Whentoupdate?

o  Synchronous update (every training step)

o Asynchronous update (every T training steps)
e What toupdate?

o  Fullindex update

o  Partialindex update

Synchronous Asynchronous
Full Synchronous Full Update Asynchronous Full Update

Partial Synchronous Partial Update Asynchronous Partial Update



. Storage Management (when/what to store) Storing

Synchronous Asynchronous
When/What to store
Full Synchronous Asynchronous
Full Update Full Update
Partial Synchronous Asynchronous

Partial Update Partial Update

e Updating the full index every training step
e Attempted in Unlimiformer [1] and RPT [2]

e However, large computational overhead [3]. ]\? >< P t
Telr

$

Number of documents The number of parameters
inindex of aretriever

[1] Bertsch, A., et al. (2023). Unlimiformer: Long-Range Transformers with Unlimited Length Input (NeurlPS).
[2] Rubin, O., et al. (2024). Retrieval-Pretrained Transformer: Long-range Language Modeling with Self-retrieval (TACL).
[3] Izacard, G., et al. (2024). Atlas: few-shot learning with retrieval augmented language models (JMLR).



. Storage Management (when/what to store)

Storing

Synchronous Asynchronous
When/What to store
Full Synchronous Asynchronous
Full Update Full Update
Partial Synchronous Asynchronous

Partial Update Partial Update

e Updatingthe full index every T training steps.
e Allowing temporary storage staleness
e Attempted in REALM [1], Atlas [2], REPLUG [3], and EMAT [4] N X P/,aetr,«

o  REALM: update the full index every 500 training steps B
X K X Py, XT
m

o  EMAT: Full index update only after each training epoch.
e Less computational overhead[2]. \
Batch Size

Every T
Number of docs training steps

retrieved and consumed

Parameter size of LM

[1] Guu, K., et al. (2020). REALM: retrieval-augmented language model pre-training (ICLM).

[2] Izacard, G., et al. (2024). Atlas: few-shot learning with retrieval augmented language models (JMLR).

[3] Shi, W., et al (2024). REPLUG: Retrieval-Augmented Black-Box Language Models (NAACL).

[4] Wu, Y., et al. (2022). An efficient Memory-Augmented Transformer for Knowledge-Intensive NLP Tasks (EMNLP).



. Storage Management (when/what to store)

Synchronous Asynchronous

Full Synchronous Asynchronous
Full Update Full Update

Partial Synchronous Asynchronous

Partial Update Partial Update

|

e Updating part of the index every training step. e
o  Selecting a batch of entries to update
e Attemptedin TRIME [1] and NPM [2] l
o  TRIME: selection of batch through lexical similarity (BM25)
o  NPM: selection of batch through in-document sampling
m  Building BM25 index with pre-training corpus is expensive
m  Therefore, select a batch by grouping entities from the same
document.

[1] Zhong, Z., et al. (2022). Training Language Models with Memory Augmentation (EMNLP).
[2] Min, S., et al. (2023). Nonparametric Masked Language Modeling (ACL).

Storing

@ When/What to store

. Current token D In memory D Not in memory

|[«— Segment len L —»|

] Randomly

l sampled

(a) Default batching

Doc A

BM25

Doc B

. selected

Doc C

—_—— e — —

(b) Batching consecutive
segments

TRIME [1]

(c) Batching lexically
similar segments



. Storage Management (when/what to store) Storing

Synchronous Asynchronous
@ When/What to store
Full Synchronous Asynchronous
Full Update Full Update
Partial Synchronous Asynchronous

Partial Update Partial Update

e Rarelyusedinthe literature
o Maydegrade the training performance by a large margin.



. Storage Management (when/what to store) Storing

Synchronous Asynchronous

@ When/What to store
Full

Avoid the problem

Partial

e Avoidre-indexing
o Attempted in REALM [1], Atlas [2], RAG [3], LongMem [4]
o  Query-side Training
m Fixthe parameters for document encoder
m  Onlytrainthe query encoder
m — Embeddings of the documents (keys) are fixed — do not need to refresh the index
m Impact of query-side training varies greatly for different tasks [2]

[1] Guu, K., et al. (2020). REALM: retrieval-augmented language model pre-training (ICLM).

[2] Izacard, G., et al. (2024). Atlas: few-shot learning with retrieval augmented language models (JMLR).
[3] Lewis, P, et al (2020). Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks (NeurlPS).
[4] Wang W., et al. (2023). Augmenting Language Models with Long-Term Memory (NeurlPS).



. Storage Management (how to store) Storing

e Entry Representation g @ How to store
o Index compression
e Architectural Choice

o Key-Value structure
o List structure



. Storage Management (how to store) Storing

e Entry Representation f{@ How to store
o Index compression[1,2, 3]
] mean/max pooling, 1D convolution,
erasure of low-usage memories, and quantization [3] .
o Atinference time, REML model can attend to the compressed/quanti;ed\ Compression
memory, reducing the memory footprint and cost. strategy

Compressed Memory £O Memory Sequence

Transformer-XL style FIFO-fashioned
memory management [1]

[1] Rae, J.W., et al. (2020). Compressive Transformers for Long-Range Sequence Modelling (ICLR).
[2] Wu, C.Y., et al. (2022). MeMViT: Memory-Augmented Multiscale Vision Transformer for Efficient Long-Term Video Recognition (Arxiv)
[3] Izacard, G., et al. (2024). Atlas: few-shot learning with retrieval augmented language models (JMLR).



. Storage Management (how to store)

e Architectural Choice

o Liststructure: Reflexion [1], Generative Agents [2]
o  Key-Value structure: Voyager [3], Synapse [4]

Program Generated by GPT-4

async function combatZombie(bot) {
// Equip a weapon
const sword =
bot.inventory.findInventoryItem(
. itemsByName[

stone_sw 1
].id
)3
if (sword) {

await bot.equip(sword, "hand");
} else {
await ord(bot);

}
// Craft and equip a shield

Program Description

async function combatZombie(bot) {
// The function is about
equipping a stone sword to combat
a zombie. If a stone sword is not
found, it will craft one.
Additionally, it crafts and equips

a shield for added protection. .
Afterwards, it proceeds to cook Embedding Key —_—
sticks in order to restore hunger.

Once hunger is replenished, it
actively searches for a zombie and
engages in combat with it.

}

// Recover hunger

// Look for and combat a zombie

Value

Voyager [3]

[1] Shinn, N., et al. (2023). Reflexion: Language Agents with Verbal Reinforcement Learning (NeurlPS).

[2] Park, J.S., et al. (2023). Generative Agents: Interactive Simulacra of Human Behavior (UIST).

[3] Wang, G., et al. (2024). Voyager: An Open-Ended Embodied Agent with Large Language Models (TMLR).

[4] Zheng, L., et al. (2024). Synapse: Trajectory-as-Exemplar Prompting with Memory for Computer Control (ICLR).

Add

Storing

g @ How to store

Skill Library

&8 Mine Wood Log
‘ Make Crafting Table
ﬁ Craft Wooden Pickaxe
% Craft Stone Sword
‘ Make Furnace
Combat Cow

Cook Steak

'
]
ﬂ Craft Iron Axe
1

Combat Zombie



. Future Work Storing

e Shared Storage

o  Oneretriever serving multiple predictive models.
e Storage Staleness

o No perfect way to solve this problem.

e Storing enables new capabilities. _
Memory Manager Actions
o  Managing contextual memories with storage. izt el ooy i )
ref esponse
o  Retrieval-Driven Memory Manager (ReDMM). Calmette and Shatz, Bugie, —— | 1
Guerin Waksman Decide | Check
\ /
\ AGen — QGen
&
Model Input Model Input Model Input
Who cured tuberculosis? Who cured tuberculosis? Who cured tuberculosis?
Managed Memory Managed Memory Managed Memory
... Ramadge ... ... Calmette and Guerin ... ... Shatz, Bugie, Waksman ...

Model Output Model Output Model Output

Ramadge was the first to cure a tb Ramadge was the first to cure a tb patient. Ramadge was the first to cure a tb patient.
patient. Calmette and Guerin immunized Calmette and Guerin immunized against
against tb. tb. Shatz, Bugie, and Waksman made

the antibiotic.

t=0 t=1 t=2

ReDMM [1]

[1] Drozdov, A. (2024). Unlocking Natural Language Generalization with Adaptive Retrieval-based Methods (Dissertation; UMass Amherst).
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. Optimization in REML

Optimization

Storage e
output Handlin » Collection/
9 Memory/
T Index
.| Feedback feedback :
Predictive Handler l ;
Model - '
A : Query query | Retrieval
T : Generation ”|  Model
input Respon;e |
! Processing response
Information Access x0..N

How to optimize the retrieval model(s)?



Retrieval Model Optimization: T
No REML-specific Optimization

Assumption:
Retrieval optimization is independent of the downstream REML task.

Examples:

TF-IDF

BM25

Language models (e.g., QL)

Zero-shot and few-shot prompting of instruction-following LLMs for re-ranking
SQL query submitted to databases

Learning to rank models learned from REML-independent data
o  E.g,aneural ranking model trained on MS MARCO
o  Datacan come from explicit or implicit signals from different applications.

................................................................

Collection/
Memory/
Index

. cee output

Feedback feedback
| Handler

Predictive
Model

Query query Retrieval
Generation Model

input
sssssss response

Information Access x0..N




Dr.QA Optimization

Open-domain QA
SQUAD, TREC, WebQuestions, WikiMovies

Q: How many of Warsaw's inhabitants
spoke Polish in 19337

|

 _w%  Document o Document
T 8 Retriever - = Reader
WLy — = > 833,500
WiIKIPEDIA e —
The Free Encyclopedia
O

Elasticsearch implementation of TF-IDF

Dangi Chen, Adam Fisch, Jason Weston, Antoine Bordes. “Reading
Wikipedia to Answer Open-Domain Questions” ACL 2017.




. SelfMem Optimization

@ source (3 memory  eee-- > ;
[ ] candidates ] target training !
"

.............................................

Famy T

E a [ Frozen LLM/ Trainable LM J=-=$ S — - Xx000DO

Retrieval 1 H t '
T ' NLL Loss| >
¢ : |
. —x 000 Y (0 "," . ¥ I3 Target Distribution .’
(a) Retrieval-augmented Generator (b) Memory Selector

BM25 with default parameters.

Xin Cheng, Di Luo, Xiuying Chen, Lemao Liu, Dongyan Zhao, Rui Yan. “Lift yourself
up: retrieval-augmented text generation with self-memory” NeurlPS 2023.



. Guided Transformer

label 1 label 2
Feed Feed
Forward Forward

Guided Transformer ] [ Guided Transformer

NXIII 1 I

7]

| .
o) - (Do)
conv - doc ] I conv - facet desc
task: 1 source 1 task: 2

sourcem

Query likelihood with Dirichlet prior
smoothing.

Optimization

Add & Norm »
£

Point-wise Feed Forward ]

’/
1’ -—’{ Add & Norm ] [
1

I

[ Point-wise
Feed Forward

Multi Source
Cross Attention

—-{ Add & Norm ] [ Add & Norm
1 T

Input . .
[ Self Attention ] [ Multi Source Self Attention ]

’

s ’
~ 4
\5——-— ———————————————————————————————— "

source m

- —— - - - - - -
b [ P e — ]

Helia Hashemi, Hamed Zamani, W. Bruce Croft. “Guided Transformer: Leveraging
Multiple External Sources for Representation Learning in Conversational Search”
SIGIR 2020.



. Fusion-in-Decoder Optimization

[ Question + Passage 1 ] encoder >

[ Question + Passage 2 ] encoder > concat > “.[I]] decoder > [ Answer

[ Question + Passage N ] encoder >

[ Dot Product Similarity J
[ Dense Question Vector ] [ Dense Passage Vector J

1 1

Who was the inventor of
the compiler? Grace Hopper was
bornin...

DPR trained on MS MARCO.

Gautier lzacard, Edouard Grave. “Leveraging Passage Retrieval with Generative
Models for Open Domain Question Answering” EACL 2021.




. ACtive RAG Optimization

( 5
ISea.rch results: D, M
:{;i ™ Search results: D,

Retriever

Retrieved ¥ [q): .
documents i Q2 [S;e]arch results: D, Bi ng Sea rCh
1 S
: [2): ...
" x
Input X, Generate a summary about Joe Biden.
______ e e e e e e e e e e e ———————— ————
1
Step1l 841 Joe Biden (born November 20, 1942) is the 46th president of the United States.
1
Sl: Joe Biden (born November 20, 1942) is the 46th president of the United States.
1
Step 2 52: Joe Biden attended the University of Pennsylvania, where he earned a law
| degree.
1
s, ) He graduated from the University of Delaware in 1965 with a Bachelor of Arts
2: in history and political science.
1
1
Step 3 33| Joe Biden announced his candidacy for the 2020 presidential election on August
: 18, 2019.
53: Joe Biden announced his candidacy for the 2020 presidential election on April
1

25, 2019.

Zhengbao Jiang, Frank Xu, Luyu Gao, Zhiging Sun, Qian Liu, Jane Dwivedi-Yu,
Yiming Yang, Jamie Callan, Graham Neubig. “Active Retrieval Augmented
Generation” EMNLP 2023.



Retrieval Model Optimization:

Conditional Optimization

Assumption:
Retrieval model is optimized, conditioned on the predictive model.

Ww(t+1)

Examples:

Knowledge distillation from the predictive model to the retrieval model.
Reinforcement learning where the reward model is computed based on the

predictive model’s output.

— arg min,,

1
T

(z,y)€T

(fg ($§gw) ,y)

output

Optimization

Predictive

Model

input

Information Access x0..N




Fusion-in-Decoder with Knowledge Distillation Optimization

(a) One-Tower Model (b) Two-Tower Model
SiM,eqq(q. d;) sim,(q,d;) = EQ(q) - Ep(d;)
| _Eo@ Eold)
| =
(cs) q' L [cus] ¢ | (g9 ] [cLs] d} d)
question  document question document

DPR trained on signals from BERT
(answer span selector).

Sohee Yang and Minjoon Seo. “Is Retriever Merely an Approximator of Reader?”
arxiv 2020.



. Fusion-in-Decoder with Knowledge Distillation

[ Question + Passage 1 ] encoder >

[ Question + Passage 2 ] encoder > concat >

[ Question + Passage N ] encoder > I[

H

[ Dot Product Similarity }

1 1

Dense Question Vector [ Dense Passage Vector ]

1
{ Questlon Encoder J

Who was the inventor of
the compiler? Grace Hopper was ]

bornin...

=\

1

DPR trained on signals from FiD.

Nl

Optimization

decoder > [

Answer

]

Gautier Izacard, Edouard Grave. “Distilling Knowledge from Reader to Retriever for
Question Answering” ICLR 2021.



Predictive Model Optimization: Optimization
No Optimization / Independent Optimization

Assumption:
Predictive model optimization is independent of the retrieval model.

Examples:

e Using black-box large language models as predictive models.
e Optimizing predictive models by assuming that the retrieval model is optimal (using groundtruth relevance
labels)

0* = arg miny ﬁ Z(x,y)eT L (fo (%5 gopt) » y)

output

Predictive
Model

input

Information Access x0..N



. Dr.QA Optimization

Open-domain QA
SQuAD, TREC, WebQuestions, WikiMovies

Q: How many of Warsaw's inhabitants
spoke Polish in 19337

_ Document Document <:| Reader trained on gold

P Py .
il 8  Retriever Si— . Reader documents.
X S; . » 833,500

WIKIPEDIA e ——

The Free Encyclopedia

O

Dangi Chen, Adam Fisch, Jason Weston, Antoine Bordes. “Reading
Wikipedia to Answer Open-Domain Questions” ACL 2017.



. RAG for Personalized Generation Optimization

User profile
o
ITI

Language
model

Output

Zero-shot LLMs

Alireza Salemi, Sheshera Mysore, Michael Bendersky, Hamed Zamani.
“LaMP: When Large Language Models Meet Personalization” ACL 2024.



. RAG for Personalized Generation

RE-PLUG 4 ———

Frozen/Trainable ’

4 \

Test Context

Jobs is the ‘_—_:L Jobs cofounded
CEO of _ | 1

@

‘e

Retriever ||| APpleinhis

™| parents' garage | Black-box LM
\;/ #param. >1008

Zero-shot LLMs

Weijia Shi et al. “REPLUG: Retrieval-Augmented Black-Box
Language Models” NAACL 2024.

Optimization



Predictive Model Optimization: Optimization
Conditional Optimization

Assumption:
Predictive model is optimized, conditioned on retrieval quality.

Examples:

e Optimizing predictive models using the results from the retrieval model’s output.

9(t) — arg ming ﬁ Z(w,y)eT L (fe (x; gw(t)) ,y)

................................................................

output Collection/
Memory/ '
T Index
Feedback feedback
Predictive | Handler
Model
] Query Query Retrieval
T Generation Model
input
sssssss response

Information Access x0..N



M M - Fi D Optimization

I .
- - '
| 8 [ : [~ T &
/\O(\ ‘ Question ’»T- Query Encoder |- @ -------: | ' | Yy
3 :
a '
image | & [ ! | |
| ' m o
| Jlg- _______ ] g 8 -
| = : | | 2 2 |
= | é | Top N Passages | | | [
] s | Passage Encoder - | | T
o—— o -\ __ . __ _ _ _
| d:% | Multi-modal Answer Generator
Knowledge Source L — — — — — — — — — J

Multi-modal Dense Passage Retriever

Trained by feeding retrieved
passages.

Alireza Salemi, Juan Altmayer Pizzorno, Hamed Zamani. “A Symmetric Dual
Encoding Dense Retrieval Framework for Knowledge-Intensive Visual Question
Answering” SIGIR 2023.



. Joint Optimization of Retrieval and Predictive Models

Optimization

Assumption:

Retrieval and predictive model parameters are optimized jointly.

Examples:

Joint multi-task optimization of retrieval and predictive models.
End-to-end optimization.

§*,w" = argming,, ﬁ Z(w,y)GT L(fo(x;90),y)

................................................................

Collection/
Memory/
Index

feedback

Feedback
Handler

Query

Generation

5555555 response

Information Access x0..N




FiD'Lig ht Optimization

Retrieval FiD-Light>
| | [ 1
;"query: q_,-"index: l context: P; . " Te
query: q,»".index: 2__-':context: P2 .'
v Compress to
(1}

> ’
Offline m =Pz

Indexing -

first-k vectors

9 Re-Rank the Candidate List

li_:xindex: 2. text: 0

Provenance: pP: .. P, TextOutput: o

Joint reranking and
generation training

Sebastian Hofstatter, Jiecao Chen, Karthik Raman, Hamed Zamani. “FiD-Light:
Efficient and Effective Retrieval-Augmented Text Generation” SIGIR 2023.



RAG

Optimization

S 4. ----------------------------- Tha miadle war ineludes
End-to-End Backprop through q and pg the tympanic cavity and
Question Answering: the three ossicles. (y)
Qusamon Oy Query Retriever p, Document \(Generator p9\ e e
R T Index et i
Barack Obama was s Parame
r4
born in Hawaii.(x) q(X) d( ) supports (y)
Fact Verification: Fact Query el L Margin- Fact Verification:
I t
T ,‘:,{'_ S > alize Label Generation
The Divine | L g "
— MIPS« 1k This ldth century work
Camady () A st is divided into 3
Jeopardy Question — 'y sections: "Inferno®,
Generation: > "purgatorio® &
Answer Query S s ®paradiso® W
k } Question Generation

End-to-end RAG with
marginalization assumption.

Patrick Lewis et al. “Retrieval-Augmented Generation for Knowledge-Intensive
NLP Tasks” NeurlPS 2020.



End-to-End Retriever-Reader Training Optimization

Questljon (Q)
\2
fQ (¢q) Retriever
elelelvlelelolele) Dotﬁ:duct Relevance score
h, X
! s(q) Zi3 ¢)
Answer (a)
0000000 OJ h,
Top-k inner product search 7 & ) Reader l
z\9z
000000000 A T5 Model (6)
(e]e]e]e[e]e]e]0]0) ‘f i ’ Encoder Decoder (588
Evidence embeddings > Top-k documents (2) > (£(6,6)
: [CLS] q [SEP]2 [SEP]
Asynchronous Stale weights from
embedding previous checkpoint
update — fz2(85) ‘(— Evidence Documents (Z)

Asynchronous end-to-end
RAG training.

Devendra Singh Sachan et al. “End-to-End Training of Neural Retrievers for
Open-Domain Question Answering” ACL 2021.



. RetGen

Doc
Encoder

et Pa(zk|T)  comam
...... : y ne
X Doczy | T |y
75 z |y
G Doc2y | T |Y

End-to-end RAG with

marginalization assumption.

po(y|zk, T)

0.17
0.13

-p(y| )
0.05

0.20

Optimization

Yizhe Zhang et al. “RetGen: A Joint framework for Retrieval and Grounded Text
Generation Modeling” AAAI 2022.



. Stochastic RAG Optimization

Add Gumbel noise
to retrieval scores

C—1s + G
C—s: + G
—

— . softmax & top —]
Retrieval Model (S ; kselection [ Text Generator
o=t — ]

x ® : 6
—/— —/—]
—/—/ . —/
—/— —/—/
[ Jsy + Gy P

Top N

retrieved docs

End-to-end RAG with
stochastic ranking.

Hamed Zamani and Michael Bendersky “Stochastic RAG: End-to-End Retrieval-
Augmented Generation through Expected Utility Maximization” SIGIR 2024.
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B evaluation Fuluator

* need to understand whether a change to the system—including a full
replacement—is better than keeping the status quo

* extrinsic evaluation: final performance of the predictive model using a task-specific
metric.

* intrinsic evaluation: performance of a component of the system using a local
measure of quality

O can be an efficient approximation for an extrinsic evaluation.

O can measure some independent value such as resource consumption.



. extrinsic evaluation

Evaluation
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. extrinsic metrics Syt

predictive model output task labels

\ /
> wlfo(@),y)
(r,y)EE \

task metric

Q

E o gy 1(fo(@), )]

* extrinsic evaluation computes the empirical estimate of the expected value of the
task metric using labeled datoa.

+ labeled data should be sampled according the target distribution



Evaluation

B extrinsic metrics

Cy NC,»
HP(Cyacy*) = |y|c—|y
Yy

Cy N Cyx
y*

| Xy N {z}]
pB(Xy, ) =
Y | Xy

« precision measures the relevant fraction
of the output.

- recall measures the fraction of relevant
claims in the output.

« back-translation measures the
probability of an input derived from the

output that are similar to the input.

C, claims in prediction y

Cy-
Xy

claims in target y*

input derived from

prediction y
D Ry, L Qiu, X Hu, T Zhang, P Shi, S Chang, C Jiayang, C Wang, S Sun, H Li, Z Zhang, B Wang, J Jiang, T He, Z Wang, P Liu, Y Zhang, Z Zhang. RAGChecker: a fine-grained framework for
diagnosing retrieval-augmented generation. In The thirty-eight conference on neural information processing systems datasets and benchmarks track, 2024.

S Es, J James, L Espinosa Anke, S Schockaert. RAGAs: automated evaluation of retrieval augmented generation. In Nikolaos Aletras and Orphee De Clercq, editors, Proceedings of
the 18th conference of the european chapter of the association for computational linguistics: system demonstrations, 150--158, 2024.



. intrinsic evaluation: retrieval

Evaluation
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. retrieval metrics e

retrieval output relevance labels

N\
E(x,y)Ng[u(fg(x),y)]OC Z ﬁ(gw(w%im/
(2,9 EE N\

ranking metric

* classic retrieval metrics support human searchers and correlation with human task
performance.

+ can reuse existing metrics and new relevance judgments to measure component
performance

o relevance judgements should be task-specific

Alireza Salemi and Hamed Zamani. Towards a search engine for machines: unified ranking for multiple retrieval-augmented large language models. In Proceedings of the 47th
international acm sigir conference on research and development in information retrieval, 2024.
Alireza Salemi and Hamed Zamani. Learning to rank for multiple retrieval-augmented models through iterative utility maximization. 2024.



. retrieval metrics e

20 Total Retrieved Documents (~4K tokens)

75 ‘9\

~
o

* traditional retrieval metrics assume that
position of relevant item is monotonically

Accuracy
(*)]
u

related to task performance 60

* REML models may not obey this! 55 o

« top and bottom of the ranking influence lst  5th 10th 15th 20th
task performance! Position of Document with the Answer

== gpt-3.5-turbo-0613
== gpt-3.5-turbo-0613 (closed-book)

Nelson F. Liu, Kevin Lin, John Hewitt, Ashwin Paranjape, Michele Bevilacqua, Fabio Petroni, and Percy Liang. Lost in the middle: how language models use long contexts. Transactions
of the Association for Computational Linguistics, 12:157-173, 02 2024.



. retrieval metrics e

optimal consumption of retrieval output task labels

E(x,y)wg[ (f9 Z ,U' gw ))7y)

task metric

* alternatively, can transform the retrieval outputs into the same space as the task
output and use the task metric

« assumes optimal consumer model



. retrieval metrics e

Cr N Cy
Cr|
Cr N Cy

|Cy*

wp (C’r‘a Cy*) —

HR(C'M Cy*) —

« for example, for claim-based evaluation,
we can inspect the claims in the retrieval.

C, claims in retrieval r

Cy~ claims in target y”

D Ry, L Qiy, X Hu, T Zhang, P Shi, S Chang, C Jiayang, C Wang, S Sun, H Li, Z Zhang, B Wang, J Jiang, T He, Z Wang, P Liu, Y Zhang, Z Zhang. RAGChecker: a fine-grained framework for
diagnosing retrieval-augmented generation. In The thirty-eight conference on neural information processing systems datasets and benchmarks track, 2024.



. intrinsic evaluation: interaction
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. interaction metrics Evaluation

retrieval performance predictive performance
> u(h(gu(2)),y) > u(f(gu(),y)
(z,y)€EE (x,y)EE

+ in addition to evaluating the retrieval component in isolation, we can also study the
relationship between the retrieval performance with in optimal consumption and
retrieval performance with predictive model consumption



. interaction metrics: faithfulness Evaluation

« faithfulness measures the degree to
which claims in output are supported by C, NCy|
— 7Y r

the retrieval. pr(Cy,Cr) =
Gyl

« low faithfulness suggests that claims in

the the output are not supported by the
retrieval

C, claims in prediction y
« high faithfulness suggests that claims in C. claims in retrieval r
the the output are supported by the T
retrieval

D Ry, L Qiu, X Hu, T Zhang, P Shi, S Chang, C Jiayang, C Wang, S Sun, H Li, Z Zhang, B Wang, J Jiang, T He, Z Wang, P Liu, Y Zhang, Z Zhang. RAGChecker: a fine-grained framework for
diagnosing retrieval-augmented generation. In The thirty-eight conference on neural information processing systems datasets and benchmarks track, 2024.

S Es, J James, L Espinosa Anke, S Schockaert. RAGAs: automated evaluation of retrieval augmented generation. In Nikolaos Aletras and Orphee De Clercq, editors, Proceedings of
the 18th conference of the european chapter of the association for computational linguistics: system demonstrations, 150--158, 2024.



. interaction metrics: utilization Evaluation

- utilization measures the degree to which
relevant claims in retrieval are present in |C* NCy|
the output. pu(Cy,CryCyr ) = c

- low utilization suggests that claims in | |
the the retrieval are not present in the

output C; — Cy N Cy*

+ high utilization suggests that claims in C* = C.NCor
the the retrieval are present in the " " Y
output

D Ry, L Qiy, X Hu, T Zhang, P Shi, S Chang, C Jiayang, C Wang, S Sun, H Li, Z Zhang, B Wang, J Jiang, T He, Z Wang, P Liu, Y Zhang, Z Zhang. RAGChecker: a fine-grained framework for
diagnosing retrieval-augmented generation. In The thirty-eight conference on neural information processing systems datasets and benchmarks track, 2024.



. interaction metrics: sensitivity Evaluation

- sensitivity measures the degree to which
nonrelevant claims in output are present o Neo|
Y T

in the retrieval. ps(Cy,CryCys) = C
Y

« low sensitivity suggests that nonrelevant
claims in the the output might come
from the retrieval. - _

* high sensitivity suggests that C- =0C,\C,-
nonrelevant claims in the the output " Ty
might not come from the retrieval.

D Ry, L Qiy, X Hu, T Zhang, P Shi, S Chang, C Jiayang, C Wang, S Sun, H Li, Z Zhang, B Wang, J Jiang, T He, Z Wang, P Liu, Y Zhang, Z Zhang. RAGChecker: a fine-grained framework for
diagnosing retrieval-augmented generation. In The thirty-eight conference on neural information processing systems datasets and benchmarks track, 2024.



. interaction metrics: hallucination Evaluation

« hallucination measures the degree to
which nonrelevant claims in output are -\ Co|
not present in the retrieval. pr(Cy,CryCyr) = y|C | r
Y

« low hallucination suggests that
nonrelevant claims in the the output

Mmight come from the retrieval. - _
« high hallucination suggests that —
9 99 C- =C,\Cy

nonrelevant claims in the the output
might not come from the retrieval.

D Ry, L Qiy, X Hu, T Zhang, P Shi, S Chang, C Jiayang, C Wang, S Sun, H Li, Z Zhang, B Wang, J Jiang, T He, Z Wang, P Liu, Y Zhang, Z Zhang. RAGChecker: a fine-grained framework for
diagnosing retrieval-augmented generation. In The thirty-eight conference on neural information processing systems datasets and benchmarks track, 2024.



. interaction metrics: knowledge Evaluation

- knowledge measures the degree to
which relevant claims in output are not C*\ Gy
Y T

present in the retrieval. i (Cy,CryCys) = ]
Y

 low knowledge suggests that relevant
claims in the the output might come
from the retrieval.

 high knowledge suggests that relevant
claims in the the output might not come
from the retrieval.

D Ry, L Qiy, X Hu, T Zhang, P Shi, S Chang, C Jiayang, C Wang, S Sun, H Li, Z Zhang, B Wang, J Jiang, T He, Z Wang, P Liu, Y Zhang, Z Zhang. RAGChecker: a fine-grained framework for
diagnosing retrieval-augmented generation. In The thirty-eight conference on neural information processing systems datasets and benchmarks track, 2024.



. interaction metrics: knowledge

Evaluation

End-to-End Evaluation (§8.3)

Task Datasets Corpus

Entity Related QA PopQA[141], EntityQuestions[197] Wikipedia

Current Events Related QA RealtimeQA[97] News Websites

Science Related Multiple-choice QA ARC [28] Subset of Web

Science Related QA Qasper[34] Scientific Articles

Story Related Long-form QA NarrativeQA[110] A Long Story

Query-based Summarization QMSum|[269] A Meeting Transcript

Personalized Classification and Generation LaMP[186] A User Profile
End-to-End & Retrieval Evaluation (§8.3)

Open-domain Multi-Hop QA 2WikiMultiHopQA([71], HotpotQA[165, 248] Wikipedia

Open-domain Short-form QA Natural Questions[113, 165], TriviaQA[93, 165], StrategyQA[55] Wikipedia

Open-domain Long-form QA ELI5[48, 165], ASQA[54] Wikipedia

Dialogue Generation Wizard of Wikipedia[38, 165] Wikipedia

Slot Filling ZeroShot RE[122, 165], T-REx[44, 165] Wikipedia

Entity Linking AIDA CoNLL-YAGO([72, 165], WNED-WIKI/CWEB [1, 165] Wikipedia

Fact Verification FEVER[ 165, 212] Wikipedia

Open-domain Visual QA OK-VQA[143, 172] Wikipedia

Open-domain Visual QA FVQA[221]

A Supporting Facts Set
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Future Work &

. q uerying Conclusion

* Query with Instruction. developing transformation functions for query generation that
produce task and query-specific instructions alongside the query can significantly
enhance the retrieval model’'s capacity to fulfill the requirements of the predictive
model.

* Retrieval System Aware Query Generation. tailoring query generation to the retrieval
model to ensure that queries meet the model’s unique requirements, improving
retrieval effectiveness.

* Dissociated Interface between Retrieval and Predictive Model. training both retrieval
and predictive models jointly to learn a shared hidden space, enabling more effective
communication.



Bl presentation and consumption e orks

Conclusion

* Task-Specialized Presentation and Consumption. improve document representation
specific to the task.

* Proactive REML. providing retrieval results relevant to the predictive model context
without an explicit query (i.e., recommendation-enhanced ML).



. StOring Future Work &

Conclusion
* Shared Storage. supporting multiple predictive models sharing a single collection and
pushing relevant content to shared storage.

* Storage Staleness. adaptive storage mechanisms that can dynamically align with
retriever updates, ensuring data integrity and model efficiency.



Future Work &

. OptimizatiOn Conclusion

* Effective and Efficient End-to-End Optimization. understanding of exploration and
exploitation of information items provided by the information access system is
required.

* Learning from Online and Session-based Feedback. Using the feedback provided by
the predictive model during an inference session and its users to adjust the REML
output is critical to develop effective interactive REML systems.

* Efficient Approximation of Feedback for Optimization. developing efficient and
accurate feedback approximations could substantially reduce the cost of REML
training.

* One Information Access and Multiple Predictive Models. optimizing information
access components that provide service to multiple predictive models, aggregating
and calibrating feedback across predictive models, and “personalizing” the retrieval
result lists for each predictive model are important future directions.



Future Work &

. OptimizatiOn Conclusion

* Effective and Efficient End-to-End Optimization. understanding of exploration and
exploitation of information items provided by the information access system is
required.

* Learning from Online and Session-based Feedback. Using the feedback provided by
the predictive model during an inference session and its users to adjust the REML
output is critical to develop effective interactive REML systems.

* Efficient Approximation of Feedback for Optimization. developing efficient and
accurate feedback approximations could substantially reduce the cost of REML
training.

* One Information Access and Multiple Predictive Models. optimizing information
access components that provide service to multiple predictive models, aggregating
and calibrating feedback across predictive models, and “personalizing” the retrieval
result lists for each predictive model are important future directions.
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* Formalizing Component Evaluation. need to develop more formal methods for
sampling contexts, labels, and metrics for extrinsic and intrinsic evaluation metrics
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* REML provides a formal framework for studying retrieval as a component in modern
ML systems

« suggests multiple avenues for existing IR methods to advance ML
o much existing ML research is reproducing classic IR results
« suggests multiple avenues for new ML architecture to advance IR

o much existing IR research is focusing on existing IR paradigm



questions?



